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The science of Computational Fluid Dynamics (CFD) is maturing and the development of computer processors and architectures has allowed for Navier-Stokes analyses to be routinely used, at least in some capacity, for aerodynamic assessments of aircraft. Typical CFD results complement wind-tunnel data and lower-order analytical method estimates in the full-scale aerodynamic performance and drag build-up process. The goal of this work, in conjunction with the Drag Prediction Workshop, is to assess the aspect of aircraft drag prediction related to the ability of CFD to predict wind-tunnel measurements.

This work offers a perspective from an industry point of view. In an industrial setting, aircraft programs desire the highest fidelity aerodynamic predictions subject to given cost and schedule constraints. The assessment of CFD drag prediction must not only consider the ability to predict drag, but also the ability to predict it in a timely fashion and within budget. Accurate predictions completed beyond the scope of an aircraft program are useless.

The subject of the assessment is the DLR-F4 wing/body geometry. The DLR-F4 was developed as a research configuration for a modern day transport-type aircraft. Wind-tunnel data, recorded for the purposes of CFD code validation, were obtained at three European facilities including the High-Speed Wind Tunnel of the National Aerospace Laboratory, the ONERA S2MA wind tunnel, and the 8ft x 8ft Pressurized Subsonic/Supersonic Wind Tunnel of the Defense Research Agency. Details of the geometry and the wind-tunnel tests can be found in AGARD Report No. 303.1
The ability to compute Navier-Stokes solutions goes beyond exercising a CFD code. It entails executing a process that includes grid generation, input file preparation, solution calculation, and solution post processing. This paper begins by defining the process used by the High-Speed Aerodynamics Group at the Phantom Works Division of The Boeing Company in Long Beach, CA. This is followed by details of the execution of CFL3Dv6. A presentation of the results follows, including the Mach 0.75 drag polar and transonic drag rise at $C_L = 0.5$. A summary of findings concludes the report.
The process to compute CFD solutions varies from organization to organization, and to some extent, among individuals in the same organization. The results of the CFD exercise depend on the execution of the CFD process. The process of the High-Speed Aerodynamics Group of Phantom Works is shown in the Figure above. It features four steps with feedback to earlier steps to correct for mistakes. These steps are grid generation, CFD input file preparation, CFD solver execution, and post processing.

The grid generation portion of the process is typically the most labor intensive (depending on how many solutions will be computed on the grid). It is also the part of the process that has the largest variability with regard to the individual(s) creating the grid. However, grids for Navier-Stokes-based drag prediction tend to have the following characteristics:

- 3 levels of multigrid
- grid lines orthogonal to surfaces
- surface clustering to achieve $y^+ < 2$

Flow solutions computed on grids with these characteristics tend to demonstrate accuracy and good convergence behavior.
CFD input file generation can be another time consuming aspect of the CFD process depending on the complexity of the problem. It is also the portion of the process where the most errors are introduced. Today, depending on the grid generation tool, time and errors are minimized as software can automatically generate these files. Often a feedback loop is exercised during the input file creation as deficiencies in the grid are sometimes discovered. A common example occurs when the calculation for interpolation coefficients across patched block boundaries fails because of highly curved surfaces. In this exercise, the workshop committee provided the grid and input files. The grid was left unmodified, however the input files were adjusted to reflect desired options for the flow solver.

The next step in the process is the execution of the flow solver, CFL3Dv6. The High-Speed Aerodynamics Group has access to several computer platforms that are shared with other groups. These systems include several SGI and HP workstations, an 8 node SGI Origin 2000, and a newly acquired PC cluster. Results presented here were computed on 3 nodes of the SGI Origin 2000.

The flow solver iterates on the solution until certain convergence criteria are met. The convergence criteria may depend on the conditions of the flow solution, but typically for steady-state calculations it is desired to reduce the L_2 norm of the residual by 3 or 4 orders and observe force and moment coefficient convergence to at least the third significant digit.

The final step of the CFD process is the post processing. Boeing has access to a variety of tools that ease this process including Tecplot, Fieldview, and in-house developed codes like CFPost. During this step, unanticipated flow features or grid defects may necessitate feedback to the grid generation step.
The computational grid used in the exercise was provided by the workshop committee and left unmodified. The point-matched multiblock grid contained 49 blocks and nearly 3.4 million points. The surface of the configuration was discretized by 23,500 points. The dimensions of each block allowed for two coarser grids (by removing every-other point in each direction) for mesh sequencing and multigrid. The grid featured surface clustering to resolve the boundary layer profile.
This CFL3D Solution

- Solutions are computed on the Drag Prediction Workshop standard multiblock grid
- Roe’s flux difference splitting (3rd order, upwind-biased with smooth limiting)
- Menter’s k-ω SST turbulence model (fully turbulent, solve-to-the-wall)
- 3 levels of mesh sequencing for initial solution; subsequent solutions began from a restart of closest converged solution
- 3 levels of multigrid (W-cycle)

Solutions presented here were computed using NASA Langley’s CFL3Dv6\(^2\). CFL3Dv6 is a structured, multigrid, upwind solver that can solve either the Euler or Navier-Stokes equations. The code has been parallelized by NASA with MPI protocol for efficient computation on parallel computer systems.

Given a grid and a flow solver like CFL3Dv6, solutions can vary among the code operators depending on flow solver options. Code performance can also vary. In this application of CFL3Dv6, solutions were computed exclusively on the drag prediction workshop standard, multiblock, point-matched grid. The Roe scheme with 3rd order upwinding was used to difference the fluxes. A smooth limiter was used to reduce the numerical oscillations in regions of steep gradients. The Menter’s k-ω SST turbulence model was used to close the Navier-Stokes equations of state. Convergence of the initial solution was accelerated with mesh sequencing and w-cycle multigrid. Subsequent solutions were restarted from a related solution and also used multigrid.
The figure shown above documents the convergence characteristics of CFL3Dv6 for this problem with the log of the residual, lift, drag, and pitching moment. The conditions for the convergence is Mach 0.75 and an angle-of-attack of $-0.241^\circ$, though this convergence was characteristic of all the solutions run. The 3 levels of mesh sequencing are shown: 3000 coarse-grid iterations, 1500 medium level iterations, and 1000 fine grid iterations. A CFL number of 0.5 started the solution, with a ramp over the first 1000 coarse grid iterations to a CFL = 3.0. A CFL number of 3.0 was used for the remainder of the solution iterations.
CFL3Dv6 results and experimental data are compared for Mach 0.75 flow over the DLR-F4 in the graphics above. The CFD simulation was run to match $C_L = 0.5$ and the wind-tunnel data was averaged across 3 tests and interpolated to determine the drag at $C_L = 0.5$. The corresponding angles-of-attack and the total drag values are plotted in the bar charts. CFL3Dv6 predicts the lift condition at approximately 0.4° lower angle-of-attack than the test condition. At this lift condition, CFL3Dv6 predicts the wing/body drag to be 12 counts lower than the experimentally determined value.

The CFD simulation assumed a fully turbulent flow unlike the experimental test where a certain amount of the flow was known to be laminar. The fully turbulent flow conditions of the CFD run would tend to inflate the drag value and correcting for the fully turbulent boundary layer would further separate CFD and experiment.

The line plot shows the convergence of drag with respect to grid density. In the plot, N represents the number of grid points in one computational direction normalized to the coarsest grid; P is the anticipated order of the solution. Here, the solution is third order except near the boundaries and in regions of steep gradients where limiters are used. The figure implies that the grid has sufficient density to resolve the drag prediction and that further grid refinement would not change the predicted value significantly.
The grid convergence shown previously using drag showed that the grid had sufficient resolution. However, similar plots drawn with pressure and viscous drag components show opposing trends that tend to cancel each other when the total drag is used to document grid convergence. As a figure of merit, the pressure drag shows a tendency for the drag to decrease with mesh refinement. The difference between the medium and fine grid is about 40 counts. The viscous drag, shows the opposite trend with an increase of about 15 counts from the medium to the fine grid. Previous experience (undocumented) has been that the integrated viscous drag computed from computations using the k-ω turbulence model has been sensitive to the spacing at the wall. The medium and fine grid solutions have a significant difference in clustering near the wall and so this trend is expected. However, it is the pressure drag, in this case, that is more sensitive to the grid density.
Also shown is the solution convergence with grid density using lift and pitching moment as the figures of merit. The trends suggest that further refinement could alter the predicted force and moment.
The grid refinement analysis suggests that denser grids could alter the predicted forces and moments of CFL3Dv6. The data plotted here suggests that the limit of practical computations have been reached. While computers become increasingly more powerful in terms of the speed and amount of data that they can handle, it can take several years before they are used routinely for production analysis in an industry setting. High-end, massively parallel machines may be unstable and are often reserved for research. Production analysis, such as the case here, is usually done with smaller, older machines. In this case, 3 processors of an 8 node Origin 2000 were available. Average wall clock time for a coarse, medium, and fine grid solution are shown above. A fine grid converged solution, requiring 1000 iterations completed in about 58 hours. A total of 13 solutions are presented in this report, with additional 10 solutions computed to iterate to an intended lift condition. In all nearly 2 months of solid computing was required to generated the results for this report using the available machines at Boeing, Long Beach.

An alternative to achieve a grid converged solution would be to redistribute points. Short of grid adaptive schemes which can be somewhat limited, engineering judgment is needed to modify the grid to remove points from some areas and add them to regions where resolution is needed.
At a given angle-of-attack, CFL3Dv6 predicts a greater amount of lift than the experimental data presented in the AGARD report, though the slope of the curve is well predicted. The experimental data shows that the lift curve levels off around $C_L = 0.75$. The CFD simulations also capture this feature though at a slightly lower lift condition. Additionally, The lift curve characteristics of the wind-tunnel data shows a small break in the linearity of the curve near $0.5^\circ$ angle-of-attack. The Navier-Stokes predictions do not capture this feature.
The predicted drag polar from CFL3Dv6 is compared against test data in the figure shown above. Near minimum drag, CFL3Dv6 compares favorably with the test data with a slight under-prediction, though falling within the scatter of the data. At a CL = 0.5, the flow solutions under-predict the lift by nearly 5%. At the higher lift conditions, CFD predictions are greater than the experimental data; near CL = 0.65, the experimental data and the predicted data cross.

There are unavoidable discrepancies and uncertainties associated with the numerical and the wind-tunnel experiments. These are not quantified here, however among these is the boundary layer transition location. The wind-tunnel experiment had some region of laminar flow whereas the CFD simulations were fully turbulent. This effect would tend to inflate the viscous drag of the prediction relative to the experimental data. Additionally, the difference in the boundary layer profile changes the effective shape and thus affects the lift and pressure drag as well.
Good correlation between CFD and wind-tunnel data has historically been difficult to achieve in the pitching moment curve particularly because the moment arm can magnify differences in the pressure distribution or geometry. Here is no exception as the predicted and measured curves differ. The differences even appear among the wind-tunnel data from each facility as a large scatter band is observed in the figure above. Despite the large scatter among the curves, the nose-up pitching moment break near $C_L = 0.7$ is loosely captured.

Pitching moment curves are influenced by, among other things, the level of turbulence in the tunnel, the amount of laminar run on the wing, and aeroelastic effects. Accounting for aeroelastic deflections in the CFD calculations can close the gap between the numerical and experimentally measured data.$^{3}$
Pressure distribution cuts along the wing are shown in the next seven figures at several span stations. Inboard of the wing, the correlation between CFD and wind-tunnel measurements is quite good. The underside of the wing is predicted well, as is the upper surface aft end. The suction peak near the leading edge is missed and the correlation becomes increasingly worse as we go outboard. This can have a large effect on integrated quantities like lift, drag, and pitching moment. The fact that CFD predicted more nose-down pitching moment suggests that at a given lift condition, CFD is more aft loaded. These pressure distribution plots support this theory. To better capture the suction peak may require tighter grid spacing on the surface of the leading edge.

At $\eta = 0.331$, CFL3Dv6 and experiment agree reasonably well with regard to the shock placement, however, the numerical simulation shows much more smearing of the shock. As the correlation plots move outboard, the simulation tends to predict the shock placement in front of the measurement and, in general, predicts a weaker shock.
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The next two figures show pressure contours and streamlines on the wing. The color bands show the shock on the upper surface of the wing as the colors change from blue to green ($Cp^* \approx -0.6$). There is a slight outboard turning of the flow near the trailing edge of the outboard panel of the wing though, the relatively straight and parallel streamlines indicate a clean flow field. The streamlines that seem to be going perpendicular to the main stream direction are along the backward facing step of the thick trailing edge of the wing and are not an indication of separation on the wing upper surface. The surface streamlines from the figure above show attached flow, ideal for predicting drag and minimizing turbulence model effects.

Upon closer inspection, very near the wing-fuselage junction, near the trailing edge is a small region of separation. Since the region is small it is not likely to strongly impact the integrated forces and moments.
Pressure Contours and Surface Streamlines at Mach 0.75, $C_L=0.5$, $Re=3\times10^6$
The final calculations shown in this report predict the transonic drag rise at $C_L = 0.5$. The comparison of the results against wind-tunnel data is shown in the figure above. The curve in the foreground shows an encouraging agreement between the two sets of data, though the overlap across the Mach number range is small. Nevertheless, the drag rise curves appear similar in shape between the CFD and the experiment.

The difficulty in computing drag divergence is matching the desired lift condition. Typically with CFL3Dv6, lift is an output, computed as an integration of pressures over the body. In this calculation, several solutions of varying angles-of-attack were computed at each Mach number in the drag divergence curve. Interpolation across the lift curves was used to find the flow incidence angles to produce the desired lift.

An alternate approach would be to interpolate across the Mach Number versus angle-of-attack curve, computed at fixed lift, to find the incidence angle for the desired lift at alternate Mach numbers. This curve, (shown in the background) is nonlinear and linear interpolation is not sufficient to home in on the proper flow incidence angle.

CFL3Dv6 has an option to reverse the angle-of-attack/lift coefficient role as independent/dependent variables. In this way, the desired lift can be input, and CFL3Dv6 will automatically adjust the angle-of-attack during solution computation. This mechanism was not well understood by the author and after a brief trial this mode of operation was abandoned.
This paper presented results of CFL3Dv6 using the process of the High-Speed Aerodynamics Group of Phantom Works, Long Beach. The subject was transonic force and moment predictions over the DLR-F4 wing-body transport configuration. The drag prediction was shown to be within 5% of the experimentally measured data at Mach 0.75 and CL = 0.5. At lower lift conditions, the CFD predictions were within the scatter of the wind-tunnel data, while the drag was slightly over-predicted at the higher lift conditions.

The slope of the lift curve and the pitch stability were generally predicted well at low angles-of-attack, though curve inflections were missed as was the absolute values. Lift was over-predicted as was the absolute value of the pitching moment. Generally, the leading-edge suction peaks were under-predicted and for a given lift condition, CFD predicted more aft loading. Refinement of the grid around the leading edge could help capture the suction peaks and decrease the gap between experimental and CFD forces and moments.

The structured multiblock grid of 3.4 million points represented the practical limit of computing multiple production-type analyses at Boeing, Long Beach. Each solution took just under 60 hours (wall time) on 3 nodes of an Origin 2000. However, with the addition of a new PC cluster, this limit is expected to increase.
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